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Abstract
There is a growing awareness that artificial intelligence (AI) has been used in the analysis of complicated and big data to provide outputs without human input in various health care contexts, such as bioinformatics, genomics, and image analysis. Although this technology can provide opportunities in diagnosis and treatment processes, there still may be challenges and pitfalls related to various safety concerns. To shed light on such opportunities and challenges, this article reviews AI in health care along with its implication for safety. To provide safer technology through AI, this study shows that safe design, safety reserves, safe fail, and procedural safeguards are key strategies, whereas cost, risk, and uncertainty should be identified for all potential technical systems. It is also suggested that clear guidance and protocols should be identified and shared with all stakeholders to develop and adopt safer AI applications in the health care context.
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Artificial intelligence (AI) is revolutionizing health care. The primary aim of AI applications in health care is to analyze links between prevention or treatment approaches and patient outcomes. AI applications can save cost and time for the diagnosis and management of disease states, thus making health care more effective and efficient. AI enables fast and comprehensive analysis of huge data sets to effectively enable decision making with speed and accuracy. AI is largely described to be of 2 types: virtual and physical. Virtual AI includes informatics from deep learning applications, such as electronic health records (EHRs) and image processing, to assist physicians with diagnosis and management of disease states. Physical AI includes mechanical advances, such as robotics in surgery and physical rehabilitation.\textsuperscript{1} Algorithms have been developed to train data sets for statistical applications to enable data processing with accuracy. These principles underlie machine learning (ML), which enables computers to make successful predictions using past experiences.\textsuperscript{2,3} Although both AI and ML can provide these advances, such technology also may raise safety concerns, which may cause serious issues for both patients and all other health care stakeholders. Data privacy and security is one such concern because most AI applications rely on a huge volume of data to make better decisions. Furthermore, ML systems usually use data—often personal and sensitive data—to learn from and improve themselves. This makes them more at risk for serious issues such as identity theft and data breach. AI also may be associated with low prediction accuracy, which raises safety concerns. For instance, convolutional neural networks (CNNs) are trained and validated using data sets in clinical settings, which may not translate well to a larger population: for example, in one particular study, the surveillance of skin lesions for detection of skin cancer because these may be more diverse in the general population.\textsuperscript{4} Therefore, such an AI system may make false or inaccurate predictions. To address potential issues, the research team presents an overview of implications of AI and ML for the health care safety context. Furthermore, the team discusses the opportunities and challenges for the development and safe deployment of AI in health care.
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Literature Review

AI in Health Care

In health care, AI is defined as the mimicking of human cognitive functions by computers.\(^5\) AI has been inspired by the functioning of biological neurons and includes the basics of sensing, recognition, and object recognition to enable machines to perform as good as or even better than humans. However, with the inherent lack of articulation and generation of insights, AI cannot replace physicians in health care.\(^8\) With no universally applicable rules in health care, AI must be supplemented with physician judgment in many instances. An extensive correlation of history and clinical findings is needed for the diagnosis or monitoring of any disease state. The physician–patient relationship is guided by associative and lateral thinking and can influence management decisions. Moreover, the influence of several factors (eg, psychosocial, emotional) on disease outcomes falls outside the scope of AI.

Machines can be more precise, reliable, and comprehensive and have relatively lower risk of bias; however, they still lack the elements of trust and empathy.\(^7\) There is a growing concern that AI systems learn by doing and, with repeat training, can outperform humans. AI holds a promising future in health care but only when used with diligence for the right purposes.

AI and Safety

Safety in health care implies the reduction or minimization of risks and uncertainty of harmful events.\(^8,9\) The dimensions of safety are changing with the adoption of AI in health care. AI and ML, with a low likelihood of both expected and unexpected harms, have been applied to reinforce safety. Risk minimization is thus key to AI-based applications.

ML applications are largely classified as type A (eg, medical diagnosis) and type B applications (eg, speech transcription systems), depending on safety and risk minimization. Although safety is of paramount importance in type A applications, risk minimization is the focus in type B applications. Epistemic uncertainty, the scientific uncertainty in the model, is much less in type B applications. Errors are less common in type B applications and, hence, safety is of lesser relevance in type B applications.\(^8\) Besides risks and safety, the costs of unwanted outcomes also are used as a parameter of assessing outcomes as being harmful.

ML has gained importance in the prevention, diagnosis, and management of various disease conditions. Safety of these novel strategies has been described in abstract parameters according to the disease area and expected outcomes. In a study conducted by Swaminathan et al,\(^10\) an ML algorithm was developed to predict flare-ups and provide at-home decision support for patients with chronic obstructive pulmonary disease; it successfully triaged patients with high accuracy and in favor of patient safety in a validation study (n = 101). The algorithm never undertriaged a patient who should be sent to a doctor and undertriaged patients for emergency room visits in <14% cases. In comparison, for the same decisions, physicians undertriaged patients in 22% and 30% of the cases. This model was trained using physician-labeled data sets. Model performance was validated by comparing its decisions with consensus decisions of a panel of physicians using an out-of-sample representative patient set.\(^10\)

Opportunities and Challenges of AI in the Health Care Safety Context

AI plays an important role in augmenting knowledge and improving outcomes in health care. AI has widespread applications for the prediction and diagnosis of disease, handling of large quantities of data and synthesis of insights, and maximizing efficiency and outcomes in medical management of disease states.\(^11\) Benefits of AI have been described for various diseases and outcomes; for example, in the prediction of sepsis in intensive care and diagnosis and classification of malignant lesions, retinal diseases, and pneumonia, among others.\(^12-16\) Principles of AI have been deployed in precision medicine to build precise, safe, and targeted therapies.\(^17\)

There are enormous benefits to utilizing AI in health care. AI can be a great assist in routine clinical practice and research. Quick and easy access to information, increased outreach, and reduction of errors in diagnosis and treatment of disease are the key benefits of AI. Predictive diagnosis, precision medicine, and delivery of targeted therapies are some key areas in which AI has introduced significant improvements. Virtual follow-up and consultations provide effectiveness in terms of costs and time. For instance, AI-based telemedicine applications provide quality of care and reduce wait times and chances of infection acquired during hospital visits to patients. This ultimately results in high patient satisfaction during treatment.\(^18,19\)

AI has several applications in diagnosis and decision support. AI enables decision makers to access the right and up-to-date information to help make better decisions in real time.\(^20\) Application of AI has brought about an evolutionary change in radiological diagnosis by improving the value and accuracy of image analysis.\(^21,22\) Designs based on deep learning have enabled digital image analysis for the early detection of breast pathologies with precision.\(^23\) In another example, an ML software library has been trained to detect changes in Parkinson's disease by DaTscan image analysis. This library can be a useful adjunct to clinical diagnosis.\(^24\)

---

---
AI also finds an application in patient triage. Wearable devices have been designed to enable remote monitoring and analysis of vital signs and consciousness index. Algorithms have been trained to classify disease conditions based on severity. Models have been developed to triage patients and predict survival in the pre-hospital environment.25 Electronic triage (e-triage) finds utility in emergency departments.26 In a multicenter, retrospective, cross-sectional study of 172,726 emergency visits in urban and community emergency departments, e-triage was more accurate than the Emergency Severity Index (ESI) for triage. When compared to ESI, e-triage identified more than 10% (14,326 patients) of ESI level 3 patients who needed critical care or an emergency procedure and were up-triaged (6.2% e-triage vs 1.7% ESI) and needed hospitalization (45.4% e-triage vs 18.9% ESI).

However, despite such benefits, there are several limitations to the successful adoption and seamless implementation of AI. There is a paucity of evidence-based studies on the efficacy and safety of AI in health care.27 For instance, clinicians often display resistance and reluctance to the adoption of AI in medical practice. Moreover, there are privacy, anonymity, ethical, and medicolegal concerns for the adoption of AI-enabled systems in medical practices and research.28,29 The machine performs the task according to the specific instructions given; however, it gradually learns to be flexible and to work in various situations through using newly acquired data. This triggers an increasing demand for data collection and data sharing of private and public information at the expense of the user’s privacy.28

Medical ethics, such as an individual’s right to privacy, may be threatened by AI and big data features because of the collection and storage of data from various sources. Furthermore, security and safety of vital information may be put at risk by misuse of medicolegal algorithms by hackers for developing autonomous techniques. To prevent such issues, AI research should comply with norms and ethics.28

Errors may be inherent in AI algorithms, which may lead to unfair and adverse outcomes based on race and socioeconomic status. Furthermore, contextual interpretation and unclear ethical standards result in huge issues for the coding of AI systems.28 Any direct or indirect impact of AI on patients or physicians should be minimized using preventive and precautionary safeguards. Implementation of AI and ML without thorough validation can harm patients and challenge clinicians’ trust in technology.

**Impact of AI on Quality Care**

The impact of AI-driven applications on health care is challenged with various limitations. Key issues around the safety of AI in health care and steps to extenuate the same are listed in Table 1. These issues are likely to arise at various stages of deployment of AI.

Whereas Table 1 provides some elements of hazards and mitigation strategies, Figure 1 shows the linkage of AI-based applications and safety issues. The following sections will discuss each safety issue further.

**Distributional Shift.** ML can make out-of-sample predictions and raise safety concerns. This may occur because of changes in disease patterns and characteristics, trained and performance data sets, and application to varied populations.
Typically, CNNs are trained and validated using data sets in clinical settings. These applications may not perform with equal precision when applied to larger population-based samples. For example, in the case of application of ML for surveillance of skin lesions for detection of skin cancer, the appearance of skin lesions and patient characteristics may be more diverse in the general population than in the training data set. Confidence in an AI system may be low with regard to prediction accuracy when the system has insufficient information to make a decision. Such unsafe AI decision-support systems may predict a false low or high risk of disease and the prediction may not be trusted.

Quality of Data Sets. High-quality data sets are key to training AI systems in health care. Data should be labeled correctly for the outcomes of interest so that the systems find a “ground truth” to learn associations. Failing this, AI applications will have poor reproducibility. Lacunae are reported for training data sets, even in high-performing AI applications. For example, CheXNet, a 121-layered CNN, outperformed 4 radiologists in the detection of pneumonia. This application was trained on only frontal radiographic images. Although lateral images and history of fever are key to establishing the diagnosis of pneumonia in clinical settings, these components were not factored into training the algorithm.

Training and operational data sets are never the same for the application of ML in medicine. There may be deficiencies in training data sets, and outliers and surprises in operational data sets. This is referred to as the “frame problem” of AI in medicine, which implies deficiencies in updating inputs to describe the environment for autonomous agents.

ML algorithms are trained on balanced data sets for cases and controls. However, this may not necessarily apply to trial and real-world settings, in which the numbers may vary for cases and controls. Imbalanced data sets may erroneously overdiagnose or underdiagnose a disease condition. Data sampling-based boosting frameworks may be applied to imbalanced data sets to enable accurate outputs for diagnosis.

Oblivious Impact. AI systems may be insensitive to impact. These systems may fail to account for the false-positive and false-negative predictions in relation to the clinical context. Li et al applied a deep learning algorithm to detect referable diabetic retinopathy in a data set of 71,043 retinal images. In this study, the algorithms had a high sensitivity and specificity of 92.5% and 98.5%, respectively. Misclassification of mild or moderate diabetic retinopathy accounted for 85.6% of false-positive cases, whereas undetected intraretinal microvascular abnormalities accounted for 77.3% of all false-negative cases. To be able to achieve more accurate and error-free systems, the systems should be able to identify the outliers and accordingly adjust their confidence of diagnosis.

Efforts are being focused on developing effective algorithms to enable accurate diagnosis of medical conditions. A prospective study is ongoing for the application
of AI to detect diabetic retinopathy in primary care.\textsuperscript{37} AI computer-aided detection systems, leveraging CNN and automatic hierarchical learning capabilities, are being adopted to decrease false-positive rates in breast cancer screening.\textsuperscript{38}

**Confidence of Prediction.** Explainability and interpretability of AI and ML algorithms is challenging. Only interpretable models can be described, and explanation is important for adoption of any system for medical decision making. AI has raised concerns about “black box” medical decisions. This implies that the predictions of the system are not known until the final outcome has occurred.\textsuperscript{39} Although training data sets may be insufficient, there is no way to confirm the impact of the data set on prediction of the disease state. This is a feature that will become evident only after sustained and repeated use in practice. There will always remain inability to assess the knowledge of the machine; transparency in methods of development and sharing of algorithms can help build confidence in adopting these applications.\textsuperscript{40,41}

On the other hand, safety of AI in health care may be threatened by automation complacency.\textsuperscript{42} With repeated use, physicians may construe AI to be infallible and entrust it with blind faith. Automation complacency, seen in both naïve and expert physicians, occurs when the automated task competes with manual tasks for the physician’s attention. Physicians may subconsciously learn to avoid available alternatives when an AI system repeatedly demonstrates agreement with their diagnoses.\textsuperscript{43,44}

Quality of AI systems can be defined in terms of interpretable predictions with an estimate of confidence. The knowledge about the certainty of prediction can help clinicians minimize automation bias.

**Unexpected Behaviors and Unscalable Oversight.** The behavior of AI is difficult to predict and control. Calibration drifts are common in regression and ML models for personalized risk estimates. Examples of these drifts include models for acute kidney injury and hospital mortality.\textsuperscript{45,46}

AI is a continuously learning autonomous system that may make unpredictable efforts to implement its learning. This may happen because of the phenomenon of “wireheading.” ML algorithms can replicate past decisions. This may lead to several challenges. A common experience with unexpected behavior is the use of automation for heparin dosing. With continuous learning, the system may deliver a higher dose of heparin leading to a possible increase in adverse events. This calls for training systems to guard against dangerous overdosing. The systems, being mechanical, may be focused on drug delivery alone with no concern for long-term outcomes.\textsuperscript{47} Signal processing algorithms in mechanical ventilators may achieve optimal oxygenation irrespective of the long-term possibility of lung damage.\textsuperscript{48} The learning phase of the systems may be difficult to measure and predict. This may lead to unscalable oversight requiring inconvenient and expensive measurements to monitor bleeding. Another example can be an autonomous insulin pump that may need exhaustive information on food intake before the system can determine the correct insulin regimen for optimal control of blood glucose. These are essentially challenges of “reinforcement learning” in automated systems, which have an inherent ability to maximize a defined reward.\textsuperscript{49} The continuous supply of data for sustained training of AI systems also may become limiting.\textsuperscript{50}

**Bias, Ethics, and Anonymity.** AI, an effort to mimic biological intelligence, lends itself to bias. AI reciprocates training, and any bias in training data sets can train the AI application to adopt bias in the operational data set. Human-like biases are a known and recognized component of automated systems.\textsuperscript{51} These unintentional biases can compromise the safety of AI systems. Erroneous judgments can be made by AI applications: for example, in the interpretation of radiological imaging.\textsuperscript{52}

Ethics are a key concern in health care, and AI is no exception. Adoption of AI, its use for research, its impact on outcomes, and susceptibility to bias are growing concerns as AI is finding extended applications in medicine and health care. AI and ML are not yet fully mature to adopt and qualify for basic biomedical principles of autonomy, beneficence, justice, and non-maleficence.\textsuperscript{42} Clinicians and medical researchers, though not the lead developers of AI-based applications, should ensure that these principles are not transgressed. This onus lies solely on humans and not on AI systems.

Privacy and anonymity of AI systems is a common challenge. Sensitive patient data are now used in digital format and fed into networked systems. The levels of security of these systems often are not clearly defined. A review of EHRs’ security and privacy (n = 49 articles) reported role-based access control as the most preferred access control model. Digital signatures, and logins and passwords were the other authentication approaches. The authors reported relative lack of training in security and privacy for health care workers and system users.\textsuperscript{53} Security and privacy of data are one of the major concerns while using AI in a medical setup. Various research articles of systematic literature revealed the importance of maintaining security and privacy of data. Some studies also indicated who should provide access to EHR data.\textsuperscript{53} A recent study described ranges of features fundamental to the security and privacy of EHRs, such as access control, and compliance with security requirements, among others.\textsuperscript{54}
Another potential issue is loss, leak, and manipulation of information that may imply risks associated with AI-based mobile health applications. Consumer data that are aggregated and shared across apps pose risks to individual privacy and security. The centrally connected app families, including multiple industries outside of health care, may potentially raise data privacy concerns. It can be said that AI-based mobile medical application developers should secure users’ data confidentiality.

Malpractice issues are likely with advances in telemedicine devices, necessitating the acquisition of applicable licenses and adequate trainings and certifications. This may add to the cost of adopting telemedicine and may lead to mistrust of these systems.

Approaches to Achieving Safety in AI

Accuracy of prediction, causality of predictive models, human effort for labeling out-of-sample cases, and reinforcement and learning of systems contribute to making applications safe for use in health care. Four key strategies of safety engineering apply to safety of AI in health care: (1) safe design, (2) safety reserves, (3) safe fail, and (4) procedural safeguards. Inherently safe design implies that potential hazards will be excluded and not merely controlled in systems. Systems for use in health care can be made safe by eliminating the chance of training data sets not being sampled from the test data sets. Although this can boost system accuracy, shifts in data domains continue to be a challenge. Safety reserves should be built into AI applications to enable detection of uncertainty in the training and test systems and handle the average and maximum test errors. The systems should be designed to fail safely (ie, the systems should continue to remain safe even when they fail in the intended operation). The model should be trained to confidently reject when it cannot make an intended prediction. In the event of such rejections, human interventions can be supplemented to make predictions. Procedural safeguards include user experience design to guide the users for setting up and running the application, which increases safety. Open data and open source software also are said to increase safety.

Irrational extrapolation of ML algorithms should be avoided. Algorithms trained on easy-to-obtain patient samples will not be in the best interests of the safety of patients when applied to wider and more diverse populations. Algorithms should be designed and trained to reason for disease severity and trajectory.

Defining ethical standards will enable wider application of AI and also will help surmount the fears of AI overpowering human capabilities. Societal benefits of AI will emerge if AI tools are made open source, user friendly, and of proven clinical benefits and economic value.

Deployment of AI in health care is not well regulated. Assessment of efficacy and safety of AI applications should be standardized. Both the US Food and Drug Administration (FDA) and the European Medicines Agency have set up working groups to develop and validate technical and digital applications in health care. In addition, the European patent office has recently added guidance for patent applications for AI-based devices and ML. The first deep learning clinical platform, Arteryx’ medical imaging platform, was approved by the FDA in 2017. The FDA supports the use of real-world evidence and adaptive design in clinical trials to assess the performance and operation of AI in health care. Regulatory reforms are needed to enable more efficient and safe exchange and sharing of data.

Conclusions

Strategies for safety of AI and ML in health care are evolving and are not yet fully developed. So far, safety of AI in health care is focused on predictions and outcomes based on predictions. Systems and applications with substantial and nominal safety should be handled with required protocol. Models for personalized risk estimates should be well calibrated and efficient, and effective updating protocols should be implemented. Cost, risk, and uncertainty should be defined for all possible applications. Automated systems and algorithms should be able to adjust for and respond to uncertainty and unpredictability. Efforts should be targeted toward decreasing epistemic uncertainty.

Finite numbers of test samples before deployment is a common challenge in AI-based learning systems. Training samples are not always representative of test samples. The “frame problem” can be addressed by introducing a human component to AI applications, including continuous calibration of the systems depending on human feedback, clinician review of atypical data sets, and inclusion of diverse populations in training sets.

Training is needed not only for AI-based systems but also for clinicians, who can be groomed as information specialists to further train and develop accurate and dependable AI solutions. AI-augmented clinicians should be more efficient and confident and not faced with the uncertainty of risks associated with technical advances in medicine. Physicians should understand, develop, adopt, and leverage AI to improve patient care.

Efforts should be made to maximize the benefits of AI in health care. Experts recommend 4 critical aspects in this regard: quantifying benefits to enable measurement, building trust for adoption of AI, building and enhancing technical skills, and organizing a system of governance.

Data protection legislation should be formulated and strengthened for the collection and processing of data in clinical research. With objective and demonstrable safety,
AI can enable value-based and patient-centric health care. Quality standards for AI applications in medicine should be clearly defined to add value, accuracy, efficiency, and satisfaction to AI in health care.

The cost and distribution of outcomes in AI-based systems are not precisely known. Large feasibility studies and cost-effectiveness assessments can help improve adoption of AI in health care. Privacy, sharing, and disclosure of safety data relating to AI applications should be strengthened. High standards should be defined for validation of AI and ML applications in health care. Methods, guidelines, and protocols should be formulated to enable the safe and effective development and adoption of AI and ML in health care. Trust and training will allow the full functional integration of AI into research and practice in health care.
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